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ISPyB Updates  

 Beamlines 

 Status 

 Future plans 

 



VMXi 
UI improvements for crystal selection 
More meta data in ISPyB e.g. 
crystallisation screens 
Juan’s talk 
 
Xchem 
Recent requirement 
Increasing experiment throughput by 
use of multi-pin sample holders 
Alice’s talk 
 
 
Lots of incremental improvements… 
Lots of requirements too… 
 

Cryo-EM  
Data collections recorded in ISPyB 
Collaboration with ESRF on Scipion 
based workflow 
 
MX 
DHL automated shipping integration 
More statistics  and reporting 
Integrated zocalo processing 
architecture – Graeme’s talk 
 
XPDF 
Mapping workflow and concepts 
against existing database tables 
Tim’s talk 
 
 
 
 

ISPyB Updates: Support to Beamlines 



ISPyB at Diamond: System architecture 

ISPyB database – clustered solution 

 

Maria DB solution with Maxscale proxy 

 

Main web application and services 

provided by SynchWeb 

 

Mobile app developed and supported by 

bespoke web services (SynchLink WS) 

 

Stats: 

  1,000-1300 unique users / month 

  8,000 – 10,000 page views 

  50% of users remote 

  20,000 sessions 

  7,000 proposals 

  >1.3M data collections 

 



ISPyB at Diamond: SynchWeb 

SynchWeb 
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 SynchWeb provides 
software stack to handle 
shipping, data collections 
etc. 

 Integrates with Diamond 
processing pipelines and 
third party systems 

 ~70k Javascript SLOC 

 ~20k PHP SLOC 

 All meta data stored in ISPyB 
database 

 



ISPyB at Diamond: future plans for software 

Migrate bespoke mobile services to ISPyB 

Replace bespoke web services 

with ISPyB WS 

 

Investigated deploying as 

Wildfly SWARM application 

 

Simplifies deployment (single 

jar) 

 

Can support scalability using 

ngnix proxy 

 

Additional contractor brought in 

to develop ISPyB web services 
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ISPyB at Diamond: future plans for software 

Migrate bespoke mobile services to ISPyB 

https://github.com/belkassaby/ISPyB/tree/wildfly-swarm 
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ISPyB at Diamond: future plans for software 

Migrate bespoke mobile services to ISPyB 



• ISPyB is the core of our LIMS and used 
heavily 
 

• Looking to reduce number of bespoke 
software solutions supported 
 

• Need to move fast but not diverge 
 

• Large number of database modelling 
issues (Karl will brief later) 
 

• Recommend holding monthly webex 
meetings to move discussions forward in 
developer community 
 

• Need to clarify approval process 
 

• Do database changes need ratification 
from steering or science committee? 

ISPyB at Diamond: Summary 



SynchWeb Updates 

 
Stu Fisher 
DLS Contractor 

Quantum Detectors 
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ADDITIONAL SLIDES 



Zocolo Reprocessing Architecture 

• Allows job monitoring from DB 
• Simplified interface for re-integrating data sets 



Zocolo Reprocessing Architecture 

• Reworked multi crystal integrator 
• Showing input parameters, status, and merging statistics 



DataCollection Attachments 

• Now adding reciprocal space output to each 
data collection 

• Integrated reciprocal space viewer 
(uglymol) 

• Could easily be extended to store other 
data collection specific attachments (not 
processing) 



DHL Integration 

• International and 
domestic users can 
automatically create 
airway bills and book 
pickup 

• International users 
get quoting system 
 

• Print pdf airway bill 
from SynchWeb 

 
• Automatically fills in 

tracking numbers so 
staff / users can track 
where dewars are 
 

• In use at DLS for 
around 6 months. 
 



Dewar Overview and Tracking 

• Find out where dewars are for experiments on your beamline at a particular time 
• Because DHL api populates tracking details we have built in DHL tracking 



Processing Graphs 

• Finally have json for 
processing results from xia2, 
dials, autoproc 
 

• Friendly interface where 
multiple processes can be 
plotted against each other 
and against multiple 
parameters 



Grid Scan View 

• Now have dozor image quality indicators results with grid scan view 



Extensive Reporting Statistics 

• How has beamtime been allocated vs used over this run and the proceeding ones 
• Samples loaded, data collections per hour, etc 



Extensive Reporting Statistics 

• Beamline parameters histogrammed per run (can plot multiple and vs. other beamlines) 
• How are users using the monochromator, slits, mirrors, detector, etc 



Extensive Reporting Statistics 

• Beamline at a glance per run 

Visits 

Faults 

Beam dump 

XRF/EXAFS 

Robot 

Data (coloured by 
protein) 

Beamline params 
(energy, beamsize, etc) 



Extensive Reporting Statistics 

• BAG performance per run 
• Allocated and used beamtime, samples, datacollections, etc 



VMXi Crystal Screens 

• Have database-ised all crystal screens from Australian source data 
• Long term means we will be able to trace crystal conditions -> diffraction quality 



    

Electron Microscopy 



Data Collections 

• Currently Atlas = ISPyB Data collection 
• Scatter plots show Microscope vitals in real time 
• Processing status updated in real time 



Processing 

• Have output from Motion Correction & CTF Correction 
• Motion Correction: Drift plots, some correction parameters 
• CTF: Some parameters, FFT theoretical vs. real 



Visit Stats 

• Usual SynchWeb visit stats (pie chart of time, faults, etc) 
• Additionally histograms of microscope vitals 



    

EM Developments 

• Would like to: 
• Record Atlas as datacollection group 
• Record one datacollection per GridSquare 
• Heatmap across grid square to show sample quality 

 
 

• Then have nice hierarchy for exploring data 
 


